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ABSTRACT

The appearance of cryptocurrencies in financial markets has changed how people think about digital
assets and potential variants for investment. This paper aims to explore the implementation of machine
learning models to predict cryptocurrency price movements. The BTCUSDT pair has been chosen for
the case study. The research methodology includes a review of several papers about machine learning
models being used for recognizing patterns in financial markets, the collection of trading data, the
preparation of the data for analysis, and the application of ML models that capture dependencies and
patterns in price movements. This work aims to contribute to the growing field of financial technology by
offering a comprehensive analysis of ML models in cryptocurrency prediction and reliable forecasting
tools in the digital finance landscape.

Keywords: cryptocurrency - digital currency, BTCUSDT - the pair of bitcoin and USD tokens, ML - machine
learning
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1 INTRODUCTION
In recent years cryptocurrencies have incomparably
evolved as financial assets. The increasing signifi-
cance of cryptocurrencies in financial markets makes
people think about how to wisely invest in them. The
unique characteristics of cryptocurrencies such as de-
centralization, transparency, and cryptographic secu-
rity make them an attractive asset class for investments
and speculations. These are the main differences be-
tween cryptocurrencies and traditional currencies. The
peculiarities of cryptocurrencies entail their inherent
volatility and inexplicable price movements in finan-
cial markets. The highly volatile market becomes
a tough challenge for traders to make profitable in-
vestments. Understanding the factors influencing the
crypto market is essential to avoid risks and capital-
ize on market trends. Therefore, accurately predict-
ing price movements can help investors and traders
to decide upon buying, selling, or holding assets. A
well-developed trading strategy can result in accurate
forecasts and maximized profits. The role of machine
learning has grown in financial market analysis and
price prediction. Machine learning consists of the de-
velopment of algorithms that learn and predict based
on a given dataset. ML techniques have gained pop-
ularity in the finance industry due to their ability to
analyze large datasets and identify complex patterns.
The main advantage of advanced ML models is the
ability to adapt to changing market conditions and
capture nonlinear relationships.

2 PROBLEM STATEMENT
Cryptocurrency markets have unpredictable and dy-
namic nature, which becomes a challenge to make
informed trading decisions. Traditional methods of fi-
nancial analysis may struggle to capture relationships
and patterns in cryptocurrency prices. Machine learn-
ing offers a better approach to learning from historical
data and identifying patterns compared to analytics by
humans. The goal of this project is the exploration and
analysis of various ML models for recognizing pat-
terns and predicting cryptocurrency price movements.
For this study, the pair of BTC and USDT has been
chosen. It represents the trading pair between Bitcoin
and Tether. Bitcoin is the first and the best-known
cryptocurrency. It is the most worthy coin among all
digital coins and has a high volatility. Tether is the
token version of the US dollar in the crypto world. It
is a stablecoin pegged to the value of the USD and is
mostly used by traders as a safe coin during market
volatility. The BTCUSDT pair has sufficient liquidity
and trading volume, making it a good fit for analysis
and price movements. By focusing on this BTCUSDT
pair, the study provides useful insights into the pat-
terns of price movements. Figure 1 represents the
price of BTCUSDT over time used for the research.
Figure 2 represents the traded volume of the pair in
the time frame between January 2023 and February
2024.
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Fig. 1. BTCUSDT pair price since January 2023.

Fig. 2. BTCUSDT traded volume over time

3 LITERATURE REVIEW
Before starting the experiments a systematic literature
review has been conducted. Several research papers
have been studied about neural networks, machine
learning, and statistical models being used to predict
prices and directions of the financial market. The
review was mostly based on relatively new studies. It
helped to better understand the ongoing market, price
fluctuations, and expected outcomes. Papers included
studies conducted on various models, such as LSTM,
CNN, ARIMA, HMM, linear regression, hybrid ML
models, etc. For this research study, three models have
been used: LSTM, CNN-LSTM hybrid model, and
ARIMA. All of the models used for this study were
taken from existing articles. Some changes have been
implemented on them.

4 DATA COLLECTION
The data used in this study was obtained from the
largest cryptocurrency exchange platform Binance via
API. The dataset consists of one-minute price data

of the BTCUSDT pair from January 1st, 2023 until
February 12th, 2024. The one-minute level resolution
of the data allows us to identify potential patterns and
examine time-related trends of the chosen pair.

5 DATA PREPROCESSING
After obtaining the dataset some modifications oc-
curred. Initially, the dataset contained five columns:
open, high, low, and close prices of the pair and the
traded volume in one minute. One of the modifications
of the dataset is the addition of the columns. The first
new column represents the change in price compared
to the previous price one minute ago. The second
column shows the trend: whether the price change
was negative or positive based on the values of the
previous column. Then, the mean of the ‘close’ price
and the standard deviation were calculated. Those
values were used for normalizing the data. The dataset
was normalized, making the mean equal to 0 and the
standard deviation to 1. To find out how much was the
loss, the square root of the value of the loss needs to
be multiplied by the standard deviation. Normaliza-
tion helped to work with the dataset more comfortably
and faster. Initially, the dataset was divided into three
parts: training, validation, and testing datasets. The
model was trained on 70% of the dataset, while valida-
tion and testing phases were implemented on 15%. In
this study, the training, validation, and testing of the
models were implemented with consecutive and ran-
dom data. As the price of bitcoin is extremely volatile,
running the models on random data gave better results
for the majority of cases. To predict future prices,
we trained the models using only ‘close’ values of
each minute of the dataset. The expected output of the
models is the prices going either up or down. Based
on the outputs(up/down) of the model the accuracy is
calculated. During the training, validation, and test-
ing process, the loss is calculated using mean squared
error(MSE). It measures the amount of error for each
data point and then takes the mean value of errors.

6 METHODS
6.1 Long Short-Term Memory (LSTM)
LSTM is a type of Recurrent Neural Network (RNN)
that can detain long-term dependencies in sequential
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data. The LSTM network consists of a series of cells,
each of which has a set of gates: input, output, and
forget gates. They control the flow of information
into and out of the cell. The gates forget or retain
information from the previous time steps, allowing
the LSTM to maintain long-term dependencies in the
input data [2].

6.2 CNN-LSTM hybrid model
This is the hybrid version of Convolutional Neural
Networks (CNN) and LSTM models. It combines
both advantages of CNN and LSTM autoencoder in
feature extraction and the ability to learn patterns in
data over long sequences, where CNN network layers
extract the main spatial features of the time series
window, and then the LSTM layers learn the time
series gradient and the dependencies of long-range in
time series [8].

6.3 ARIMA
An autoregressive integrated moving average
(ARIMA) is a statistical analysis model that uses time
series data to either better understand the dataset or to
predict future trends [6]. An ARIMA consists of:

• Autoregression (AR): a model that shows a
changing variable that regresses on its own
lagged or prior values.

• Integrated (I): distinguishes raw observations to
allow the time series to become stationary.

• Moving average (MA): incorporates the depen-
dency between an observation and a residual error
from a moving average model applied to lagged
observations.

7 RESULTS
7.1 LSTM
The testing results of the LSTM model on consecutive
data are shown in Table 1 below:

It is visible in the table that no matter how much the
loss was decreasing the accuracy stayed the same after
the second row. The highest accuracy is around 51%.
The interpretation in the table is visualized in Fig-

Loss Accuracy (in %)

0.27933576093478635 49.04012570595737

0.2621366649188779 50.95987429404263

0.2500248937444253 50.95987429404263

Table 1. LSTM results on a consecutive data

ure 3 below. It shows training, validation, and testing
accuracy and loss values over epochs.

Fig. 3. Loss and accuracy on consecutive data over
epochs

The LSTM results for random data are represented in
Table 2 and Figure 4 below:

Loss Accuracy (in %)

0.25017068535089493 52.10762433958826

0.24992500397969375 52.10762433958826

0.24954524179073898 52.10762433958826

Table 2. LSTM results on a random data

In this case, accuracy is higher, about 52.1% for all
the cases. Unlike the changing numbers of loss, the
accuracy remains the same. It is seen from the graph
that the accuracy and the loss do not change after the
20th epoch.

7.2 CNN-LSTM
The testing results of the CNN-LSTM model on con-
secutive data are represented in Table 3 and Figure 5
below:
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Fig. 4. Loss and accuracy on random data over
epochs

Loss Accuracy (in %)

0.375005300749431951 50.95987429404263

0.250893300737847 49.04012570595737

0.2925010167739608 50.95987429404263

Table 3. CNN-LSTM results on consecutive data

The highest accuracy for this case was around 50,9%.
After a certain epoch, the results did not change.

Fig. 5. Loss and accuracy on consecutive data over
epochs

The CNN-LSTM results on random data are repre-
sented in the above Table 4 and Figure 6:

This model also gave an accuracy of around 52.1%.
The test loss and accuracy did not change at all after
the 15th epoch.

Loss Accuracy (in %)

0.28579187427054753 52.10762433958826

0.2782266034998677 52.10762433958826

0.28414344211870973 47.89237566041174

Table 4. CNN-LSTM results on a random data

Fig. 6. Loss and accuracy on random data over
epochs

7.3 ARIMA
The autocorrelation function (ACF) shown in Fig-
ure 11 and partial autocorrelation function (PACF)
shown in Figure 8 help find the values for p and q
parameters. ACF measures the linear relationship be-
tween an observation and its previous observations
at different lags. PACF measures the direct linear re-
lationship between an observation and its previous
observations at a specific lag.

Fig. 7. ACF
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Fig. 8. PACF

The training and testing predictions of the ARIMA
model are represented in two graphs. The first graph
shown in Figure 9 represents the training and actual
data. Figure 10 represents the prediction vs actual
data. From the (p,d,q) parameters of the ARIMA
model, (1,0,0) gave the best result.

Fig. 9. Training & actual data

Fig. 10. Prediction

The results of the ARIMA model are shown in Fig-
ure 11 below:

Fig. 11. ARIMA results
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8 CONCLUSION AND FUTURE WORK
In conclusion, the study shows the implementation
and the results of LSTM, CNN-LSTM, and ARIMA
models on the BTCUSDT pair. Each model performed
differently, giving several results. The dataset is ex-
tremely noisy and predicting the trend is quite a chal-
lenge. LSTM gave the best results with the lowest
loss and the highest accuracy. CNN-LSTM model had
almost the same accuracy as LSTM, but the loss was
higher. Both models performed better on a random
data. ARIMA model did not perform well as it was
overfitting every time.

There are some possible improvements to make such
as;

• Enlarging the dataset to see more fluctuations and
recognize complex patterns

• Use Python libraries to get live data and make
predictions in a real environment

• Implement more models and experiment with
various parameters.
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