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Abstract

Large language models (LLMs) have been the talk of the tech town since the introduction
of the transformer architectures. Recently, OpenAI launched GPT agents, which are
conversational assistants designed for specific areas. Our paper presents a
conversational agent that focuses on Armenian Criminal Law. We have experimented
with different models and techniques to adapt the assistant to legal data, finding some
methods more effective than others. Our model enables the user to ask questions about
laws or cases and get straightforward, clear answers. This project aims to make it easier
for people to access and understand legal information, simplifying the process of getting
legal help.

Introduction

Artificial intelligence has greatly advanced in recent years, significantly impacting
various industries, including the legal sector. The development of transformer
architectures, highlighted in the influential paper "Attention is All You Need," [1] has
changed how machines understand and generate text that resembles human
communication. This breakthrough has led to the creation of advanced language
models like ChatGPT, which have not only garnered massive investments but also
encouraged the development of more specialized applications.

Among the innovations in this field are the GPT agents introduced by OpenAI, which are
tailored to provide expertise in specific domains. In the scope of this project, we have
developed a conversational agent that could serve the specific needs of those
interacting with Armenian criminal law. The necessity for such a specialized tool is the
following: legal professionals, students, and the general public often face hurdles when
they need to understand or retrieve information from legal texts, which are typically
dense and complex. In order to find information about the legal sector or a specific
case, one has to go through hundreds of law articles manually which sometimes are
also overwhelming in terms of heavily technical legal terms.

Our project addresses these challenges by creating a user-friendly platform where one
can ask questions about Armenian criminal law and receive clear, accurate responses.

The accuracy is backed by the Retrieval Augmented Generation (RAG) [2] system that
the assistant is based on. By RAG, it’s able to retrieve the document that has closest
similarity with the query. The RAG system uses a curated JSON file containing titles and
content of law articles as its knowledge base.



We have also curated a list of question-response pairs, incorporating case-specific
scenarios into our fine-tuning dataset.

Our testing phase involved deploying various OpenAI and Mistral models, assessing
their performance by analyzing how well they handled specially curated questions
aimed at evaluating the system. Through rigorous trials and comparative analysis, the
RAG system consistently showed superior performance, leading us to select it as our
primary model. Given that the RAG system delivered satisfactory results, and further
fine-tuning would require significantly more resources without adding substantial value,
we decided to adopt RAG as the primary method for deploying the assistant.

For the UI/UX component of the project, we developed 'Chainlit’ and ‘Streamlit’ user
interfaces for our conversational model. This interface not only facilitates natural and
coherent dialogue flow but also ensures that the sequential logic of conversations is
maintained, which is crucial for accurately addressing legal queries.

Data
In the scope of this project, we have used “Criminal Code of the Republic of Armenia” [3] as of
23 May 2018 in English language, and “Criminal Code of the Republic of Armenia” [4] in
Armenian. For fine-tuning purposes, we have also collected a curated list of question-response
pairs containing practical and case-specific questions.

The data manipulation process involved converting the data into a JSON file, with each ID
corresponding to one law article. This approach was adopted to simplify and enhance the
intuitiveness of the retrieval process.

Here’s a sample of data:

{

"1.": {

"title": "Criminal legislation of the Republic of Armenia",

"content": "1. The criminal legislation of the Republic of Armenia consists of this Code. New laws that envisage criminal liability shall be

included in the Criminal Code of the Republic of Armenia. 2. The Criminal Code of the Republic of Armenia is based on the Constitution of the

Republic of Armenia and on principles and norms of international law."

},

"2.": {

"title": "Tasks of the Criminal Code of the Republic of Armenia",

"content": "1. Tasks of the Criminal Code of the Republic of Armenia shall be as follows: to protect human and citizens’ rights and freedoms from

criminal encroachments, rights of legal entities, property, environment, public order and security, constitutional order, peace and safety of

humanity, as well as to prevent crimes. 2. For the purpose of implementing these tasks, the Criminal Code of the Republic of Armenia stipulates the

ground for criminal liability and the principles of criminal legislation, determines what acts dangerous to the public are deemed to be crimes and

defines the types of punishment and other criminal-law enforcement measures for commission thereof."

},

"3.": {

"title": "Ground for criminal liability",

"content": "The sole ground for criminal liability is criminal offence, i.e. the commission of an act that contains all elements of corpus

delicti provided for in the criminal statute."

},

"4.": {

"title": "Principles of criminal legislation",



"content": "The Criminal Code of the Republic of Armenia is based on the principles of legality, equality before the law, inevitability of

liability, personal liability, fault based liability, individualisation of justice and liability and humanism."

}}

Methodology
For the scope of this project, we have used 3 different models - GPT 3.5 Turbo, GPT 3.5 Turbo
1606 and Mistral’s Mixtral-8x7B-Instruct-v0.1. Each of these models’ performances were
tested on a RAG system.

System Architecture and Data Preparation:

Our project uses several key techniques and libraries, related to retrieval augmented
generation, including Langchain, OpenAI’s API, and FAISS for vector storage and
retrieval. The primary data source for our conversational agent consists of a curated
JSON file containing Armenian criminal law articles. Each article is detailed with a title
and corresponding content, organized to serve as the knowledge base for the agent.

Document Management:

The DocumentManager class is responsible for handling the loading and management of
legal documents. Upon initialization, it accepts a filename which refers to the JSON file
of law articles. The documents are then loaded using the TextLoader function from the
Langchain community package, which reads and stores the content for subsequent
processing.

Due to token limitations with the OpenAI API, it was necessary to divide the data into 10 parts
for the chatbot to be able to read the document. As a result, the Chatbot will only be able to
answer questions from the part of the Criminal Code that is currently chosen. However, with a
higher tier of OpenAI API integration, the limit of tokens is lifted and you can access more
tokens at once. With more tokens you can have less divisions.

We also experimented with asynchronous sequencing of documents, but this approach proved
too time-consuming, as it required waiting for one document to process before moving to the
next, often exceeding the one-minute limit. To save time, we determined that dividing the
documents and indicating the approximate location of the law article was the most efficient
solution.

Embedding and Indexing:

For embedding the documents, we utilize the OpenAIEmbeddings class, which interfaces
with OpenAI's API to convert text data into vector embeddings. These embeddings are
crucial for the retrieval process, as they represent the documents in a high-dimensional
space. Once embedded, the documents are indexed using a FAISS database, an



efficient similarity search and clustering of dense vectors, which facilitates fast and
accurate retrieval of information.

Agent Configuration:

The AgentManager class manages the conversational AI aspect of the project. It
initializes with a specific model, tailored for criminal law, using OpenAI’s different GPT
model. The agent is set up to interact with a retrieval system by incorporating a retriever
tool, which uses the FAISS database to fetch relevant document embeddings based on
user queries.

Retrieval-Augmented Generation (RAG):

The conversational agent operates on a RAG system, where it dynamically retrieves
information from the indexed database as needed to generate responses. This
approach combines the benefits of neural language models with the precision of
database queries, ensuring that responses are both contextually relevant and factually
accurate.

User Interface:

To facilitate interaction with the system, a 'chain lit' user interface is deployed. This
interface is designed to maintain the sequential logic of conversations, ensuring that
each interaction builds logically on the previous one, which is crucial for complex legal
discussions. While the specific code for this interface is not detailed here, it integrates
seamlessly with the conversational agent to provide a user-friendly experience.

Fine-tuning component:

We also employed OpenAI's GPT 3.5 model and fine-tuned it using a carefully curated
list of question-answer pairs. However, the results, which we will discuss later in this
paper, didn’t show much improvement, leading us to favor the RAG system.



Trials on Criminal Code in Armenian Language

In the initial phase of the project, we implemented RAG using the Armenian Criminal
Code in the Armenian language. The results were not impressive, which led us to use
the translated criminal code. A language model that works effectively in Armenian for
criminal law would require significant pre-training on a large corpus of the Armenian
language.

A well-known, publicly available multilingual model is mGPT. When posing a question to
it on Huggingface, it provides arbitrary responses without even properly ending the
sentence. This was a hint that we would need massive computational resources to
better train it in the language.

The RAG with the GPT-3.5 model was more promising but still not sufficient to continue
the project with it. Here are some of the responses that we received from the
RAG-optimized GPT-3.5 model.

1. Ինչպե՞ս է հոգեկան առողջությունը դիտարկվում անձի քրեական պատասխանատվությունը որոշելիս

Հոգեկան առողջությունը դիտարկվում է անձի քրեական պատասխանատվությունը որոշելիս, ըստ Հոդված

22-ի, սահմանափակ մեղսունակությունը կատարելիս հոգեկան առողջությամբ չի գիտակցել իր արարքի

հակաիրավականությունը կամ ամբողջությամբ չի կարողացել ղեկավարել իր արարքը, ենթակայ է քրեական

պատասխանատվության: Հոդված 23-ում նշված է, մեղքը կատարելիս արարքը կատարել է մեղավորությամբ,



եթե այն կատարողը գիտակցել է իր արարքի հակաիրավականությունը կամ թեև չի գիտակցել: Հոդված

24-ում նշված է, դիտավորությունը և անզգուշությունը կարող է դրսևորվել դիտավորությամբ կամ

անզգուշությամբ:

As can be observed, the grammar, syntax, and semantics are inconsistent. Although the model
seems to attempt to fetch and retrieve the answer, hinting that the retriever itself does a decent
job and that the embedding works normally, the incorrect grammar flow leads us to the problem
of an insufficiently pre-trained model.

2. Ի՞նչ է նշանակում «սահմանափակ քրեական պատասխանատվություն» տվյալ օրենքով։

«Սահմանափակ քրեական պատասխանատվություն»-ը նշանակում է այն դեպքերը, երբ անձը կատարում է

մեղավորություն, որը հանցանքը կատարելիս հոգեկան առողջության խնդիրների հետևանքով

ամբողջությամբ չի գիտակցել իր արարքի հակաիրավականությունը կամ ամբողջությամբ չի կարողացել

ղեկավարել իր արարքը:

3. Սահմանափակ քրեական պատասխանատվությունը կարո՞ղ է պատիժը նշանակելիս մեղմացուցիչ գործոն

լինել:

Այո, սահմանափակ քրեական պատասխանատվությունը կարո՞ղ է պատիժը նշանակելիս մեղմացուցիչ գործոն

լինել, այո՛:

Although if reading carefully the meaning can be derived from the messages, the language
problems are still very prominent.

RAG vs. SFT

After deciding to proceed with the translated criminal laws, our initial idea was to
compare two well-known techniques: Retrieval-Augmented Generation (RAG) and
Supervised Fine-tuning (SFT), to see which would better align data with our language
model. We hypothesized that RAG would be more effective for such projects.

Retrieval-Augmented Generation (RAG): RAG has shown promise by retrieving
relevant knowledge from external databases, enhancing the accuracy and credibility of
the generated content. This is particularly useful for tasks where accuracy of response
is important, such as fact-checking, or document retrieval, which we have in our case.



SFT with 0-shot prompting: SFT aligns the model with specific behaviors, styles, or
preferences, making it useful for general domain familiarity. However, it tends to make
more assumptions and can hallucinate based on its training (since it answers or
“guesses” questions based on data it’s been trained on), whereas RAG minimizes such
risks by retrieving data from external sources.

In this research, we implemented RAG on GPT 3.5 Turbo 1106 and
Mixtral-8x7B-Instruct-v0.1 models. The best performing model was GPT, since our
analysis showed that this model offers the best balance between token usage and
performance. For benchmarking, we curated a list of 40 questions to test the plain GPT
3.5 model, the RAG-optimized GPT 3.5 Turbo 1106, and Mixtral-8x7B-Instruct-v0.1. We
also tested a few questions with GPT 4 on RAG, which yielded promising results but
required more resources and had stricter token limitations, leading us to continue with
the RAG-optimized GPT 3.5 Turbo 1106 model.

Evaluation and benchmarking

We have curated a list of 40 questions to ask to test the models and evaluate their
performances. According to our analysis, the GPT 3.5 Turbo 1606 model optimized with RAG
provided more detailed, accurate, and in-depth answers. The difference between this model's
performance and the usual GPT 3.5 with RAG is not dramatic, but the 1606 model still gives
better results.



Throughout our analysis, we concentrated more on comparing GPT 3.5 Turbo 1606 with
Mixtral-8x7B-Instruct-v0.1 model. In general, GPT performed much better than Mistral’s model.

When asked about Armenian Criminal Code to the plain GPT 3.5 model with no RAG
optimization, it answers questions very generically. The usual answers that it gives to questions
about crimes is that the action can be subject to imprisonment or fines, depending on the
circumstances of the case.

Here are a few specific examples of how different models respond to some law-related
questions. At the end of each answer by GPT’s and Mistral’s models, there’s a 0-5 rating of the
answer to then use in evaluation. The rating is based on the accuracy of the answer, the
accuracy of document retrieval, and how detailed the answer is.







Here’s a short comparison of the two models:

GPT 3.5 Turbo 1606 with RAG: Almost excellent quality in retrieval, embedding and
quality of LLM response. One small minus of this model can be the lack of
Chain-of-Thought reasoning – if a question is very complex and requires going from



Document 1 to Document 2, then another document may fall short in connecting lines.
We refer to this issue later in the article.

Mixtral-8x7B-Instruct-v0.1 with RAG: Average quality in embedding, lack of quality in
retrieval(mentioning article), average quality of LLM response. The model falls short in
retrieving the correct document; however, when finding the document, it adequately
shares the content of the law article and can connect well with the given question. The
model is good for generic questions but lacks performance in complicated cases.

GPT 3.5: Doesn’t give wrong answers, but the answers provided by the model are too
generic and, as such, hard to compare against those of the models with RAG.

One general observation about temperature: when increasing the temperature, we
noticed that the model becomes more “lively” or friendly and also gives more detailed
and long responses compared to when the temperature is 0. However, it’s worth
mentioning that adding too much temperature may result in hallucinations.

In our dataset of the questions with the responses of GPT’s and Mistral’s models, we
have rated each response based on how good it matched with the actual response of
the question and the actual law article that it refers to. For this, we have carefully
curated the questions and did deep analyses of the criminal law documents. Here’s the
benchmark with the corresponding evaluations of each model.

Initially, we aimed to use fine-tuning to better align the model with criminal law and
cover a broader range of use cases. However, the fine-tuning dataset, which included
about 400 pairs of practical and case-specific questions, did not significantly outperform
RAG and even struggled with direct questions from its training dataset. For this next
example, the fine-tuned model gave a more concise and short answer – “Individuals in
Armenia can be held criminally liable from the age of sixteen, subject to certain
exceptions for those aged fourteen to sixteen.“



There are two potential improvements we believe could enhance the fine-tuned model’s
performance:

1. Expanding the dataset with a larger and more diverse set of question-response
pairs.

2. Involving legal professionals or data trainers to enrich the dataset with practical
and varied use cases, and then training the model on this enhanced dataset.

Given the need for a model that excels in fact-checking and information retrieval, we
concluded that RAG is the optimal approach for this project.

Future area of development: RAFT

When we found out that fine-tuning itself did not yield the desired results because of the
reasons mentioned above, we came up with another idea that has emerged very
recently and already gained a lot of attention from the AI and LLM community – retrieval
augmented fine-tuning (RAFT). There are two main RAFT techniques that if used in the
scope of this project with more professionals involved, can significantly boost the model
performance.



One potential RAFT technique involves fine-tuning individual components of the RAG
system, such as the embedding model, the retriever, the reranker, and the language
model itself. A practical approach is to evaluate each component to identify which one is
defective or could benefit most from enhancement, and then specifically fine-tune that
component. This targeted fine-tuning could significantly boost the overall performance
of the model.

Another idea we believe can be invaluable for the scope of this project is derived from
the recent paper from UC Berkeley – “RAFT: Adapting Language Model to Domain
Specific RAG” [5], which studies how to combine supervised fine-tuning (SFT) with
retrieval augmented generation (RAG). With retrieval augmented fine-tuning, we train
the model to take a question and documents (even the distracting ones) and come up
with an answer that follows a logical thought process. RAFT has proven to be better
than just supervised fine-tuning, whether RAG is used or not.

In RAFT, we create training data that includes a question (Q), some documents (Dk),
and a corresponding chain-of-thought answer (A*) that’s based on information from one
of the documents (D*). We distinguish between two types of documents: the 'oracle'
documents (D*) that have the information needed for the answer, and 'distractor'
documents (Di) that don’t help with the answer. Some of the training involves having the
right document along with distractions, while other times, we only include distractor
documents to encourage the model to rely on its memory rather than just the
documents provided.



The language model is then trained using a standard technique to generate answers
based on the given documents and questions. This training process enhances the
model's ability to perform well in domain-specific scenarios where it needs to use
relevant documents to generate answers.

Transparent and unbiased language model for complicated court cases with
RAFT;-

In our law assistant project, RAFT can be a useful technique, particularly effective in
scenarios requiring chain-of-thought reasoning. This is crucial for addressing questions
that are not directly covered in law articles but instead require a sequence of logical
deductions from multiple documents (e.g., moving from document D1 to D2, then to
D3). The chain-of-thought (CoT) reasoning component of the RAFT system can
significantly improve the model’s capability to construct answers based on a logical
progression, rather than relying solely on the specific content of a single document.

This reliance on the model’s internal memory and its ability to link information across
various texts can have invaluable implications for even various complex court cases.
With its CoT reasoning, the model can answer twisted and complicated questions and
resolve cases that would be complicated for the human mind and require much more
time to resolve and link the events together. Another important aspect of RAFT is its
unbiased nature and transparency, which are paramount in the legal field.

Conclusion

In conclusion, this capstone project has demonstrated the practicality of deploying a
specialized conversational agent for Armenian Criminal Law. By employing AI
technologies such as Retrieval-Augmented Generation (RAG) and fine-tuning methods,
we have developed a system that enhances the accessibility and comprehension of
legal information. Despite encountering challenges with initial model performance and
language inconsistencies, our analysis indicates that RAG, given its ability to leverage a
curated knowledge base, is more effective for this application than other methods like
Supervised Fine-Tuning (SFT).

The project has shown that while additional fine-tuning yields only marginal
improvements, the primary RAG configuration sufficiently meets the needs for accuracy
and relevance in legal consultations. Moving forward, exploring Retrieval-Augmented
Fine-Tuning (RAFT) could potentially refine this integration of retrieval mechanisms with
fine-tuning processes, aiming for improved precision and adaptability in legal assistance
applications.



This work contributes to ongoing efforts in merging AI with legal services, supporting the
notion that legal information can be made more accessible and understandable through
technological interventions. Future work will likely build on these findings, further
enhancing the capabilities of AI-driven legal tools.
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